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Abstract. This paper proposes a new UGC-oriented language technology application, which we call experience mining. Expe-
rience mining aims at automatically collecting instances of personal experiences as well as opinions from vast amounts of user
generated content (UGC) such as weblog and forum posts and storing them in an experience database with semantically rich
indices. After discussing the technical issues relating to this new task, we focus on the central problem of factuality analysis,
formulate a task definition, and propose a machine learning-based solution. Our empirical evaluation indicates that our factuality
analysis defintion is sufficiently well-defined to achieve a high inter-annotator agreement and our Factorial CRF-based model
considerably outperforms the baseline. We also present an application system, which currently stores over 50M experience in-
stances extracted from 150M Japanese blog posts with semantic indices and serves an experience search engine for unrestricted
users and report on our empirical evaluation of the system’s accuracy.
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1. Introduction

The explosive spread of communication media on
the Web, such as message forums and weblogs, allows
Web users access to a rapidly increasing and massive
amount personal experiences and opinions — a poten-
tial treasury of wisdom useful for making decisions,
resolving troubles and avoiding problems, if only it
were all indexed into well-organized user-friendly in-
dices enabling users to easily find what they seek.

This potential is rapidly increasing interest in tech-
nologies to extract and analyze automatically personal
opinions from such user generated content (UGCs) as
customer reviews and weblog posts. Hence, a new field
of natural language processing called sentiment analy-
sis or opinion mining is appearing [4,8,9,14,19,20,29].
As indicated by the term sentiment, this trend of re-
search has been focused on subjective statements such
as I like and is fabulous.

*Corresponding author.

Subjective information in sentiment analysis, how-
ever, is only half of the possible harvest from UGCs.
UGCs contain not only subjective material but also a
vast range of factual, objective statements describing
such personal experiences as in (1).

(1) On my way home, (in a wheelchair) I could not
find my way out of Totsuka Station because all the
elevators in the station building stop running at
11pm.

Such information can indicate the concrete and objec-
tive reasons for sentiments or opinions, which are of-
ten crucial for decision making and problem solving.

In light of these newly emerging insights, we have
been developing a language processing technology for
fully automatic extraction of personal experiences as
well as opinions from weblog and message forum
posts, indexing them with semantically organized in-
dices. In this paper, we use the term experience in a
very broad sense that includes holding an opinion as
well as hearing of an experience of others. So, to re-
state, our goal is to:
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a. collect personal experiences relevant to a broad
range of topics including consumer products (au-
tomobiles, cellular phones, etc.), public places
(tourist sites, hospitals, etc.), social systems (ad-
ministrative services, welfare systems, etc.), and

b. store them all together in a large database, called
an experience database, where each experience is
represented as a piece of structured information
comprising such slots as topic, experiencer, event
type, factuality and source pointer as in (2) below.

(2) a. Topic object: What the experience is about
(e.g. Totsuka Station in the case of example
(1) above)

b. Experiencer: Who experiences (the author of
the text)

c. Event expression: What event is experienced
(could find my way out)

d. Event type: The semantic type (and senti-
ment orientation if applicable) of the experi-
enced event (could find my way out is a posi-
tive/desirable happening)

e. Factuality: Whether the event indeed took
place or not i.e. the temporal and modal status
of the event (I couldn’t find my way out is an
affirmatively negated past event)

f. Source pointer: A pointer to the source text

The key idea is to index experiences not just by
topic keywords and authorship but by a combination
of semantic indices such as event types and factual-
ity. The event types categorize the main predicate of
an experience into semantic categories such as buy-
ing, using and positive/negative happening. The factu-

ality slot specifies the temporal and modal status of the
event referred to by the main predicate of an experi-
ence, which indicates, for example, whether the event
did indeed take place in the past or is just a hypotheti-
cal situation. In the above example, the occurrence of a
positive/desirable event is affirmatively negated, from
which we can identify this experience as something
undesirable, i.e. trouble.

Once available, a DB of this type offers a wide range
of applications. Semantic indices such as event types
and temporal and modal attributes allow retrieval of,
for example, troubles experienced using a particular
consumer product or complaints and requests regard-
ing a particular local welfare system. Furthermore, ex-
periences collected from weblog posts, where author-
ship is identifiable, can also be used to profile an au-
thor (the blogger) and enable retrieval of authors by
such complex queries as those who have not bought a
particular product model while expressing interest in it
or those who had been using a particular service regu-
larly but have recently stopped using it. Such retrieval
possibilities turn the vast amount of UGCs into a valu-
able resource useful in evaluating public services and
social systems as well as for corporate marketing and
risk management (Fig. 1).

In this paper, we call this new UGC-oriented lan-
guage technology application experience mining and
discuss the technical issues relating to this new task
(Section 3). Then we focus on the central problem
of factuality analysis, formulate a task definition, and
propose a machine learning-based solution (Section 4).
Our empirical evaluation indicates that our factual-
ity analysis defintion is sufficiently well-defined to
achieve a high inter-annotator agreement and our Fac-

Fig. 1. An overview of experience mining.
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torial CRF-based model considerably outperforms the
baseline. We also present an application system, which
currently stores over 50M experience instances ex-
tracted from 150M Japanese blog posts with semantic
indices and serves an experience search engine for un-
restricted users and report on our empirical evaluation
of the system’s accuracy.

2. Related work

As stated in the previous section, experience min-
ing is motivated to be an extension of opinion mining.
Opinion mining has so far tended to aim at extract-
ing sentiment information mainly from explicit evalu-
ative or emotional expressions such as useful (positive)
or disturbing (negative) [2,3,5,10,13,15,25,30,31]. On
the other hand, experience mining covers all the de-
scriptions of events that are related to any use of a
wide variety of topic objects including objective de-
scriptions (i.e. facts) with implicit sentiment such as
My son passed the exam or I discovered rust on the
edge of the bumper.

The task of extracting experiences we consider here
is related also to such template-based information
(event) extraction as the one driven by the MUC1 and
ACE2 research funding programs. For example, ex-
traction of event descriptions of a given set of event
types and subtypes in the ACE task bears some resem-
blance to our task in the sense that both aim at extract-
ing event instances from a document collection and
structuring them with semantic index labels. What we
present in this paper, however, differs from such con-
ventional template-based event extraction in the fol-
lowing two respects.

First, while conventional information extraction
tasks are defined on the basis of domain-specific
event/relation templates, our task setting is highly
domain-independent and our system works for open
domains. In this sense, our task may seem closely re-
lated also to recently emerging work on open-domain
information extraction [1,23,24]. This work, however,
primarily considers named entities and heads of proper
noun phrases rather than event expressions and the re-
lations extracted are those commonly held between

1Message Understanding Conference
http://www-nlpir.nist.gov/related_projects/muc/

2Automatic Content Extraction
http://www.nist.gov/speech/tests/ace/

NPs (e.g. city-of-state) rather than a more general rel-
evance relation between a topic and event.

Second, extraction of a wide variety of events mo-
tivates us to explore fine-grained analysis of temporal
and modal attributes of each event description, which
has attracted little attention in the opinion mining or
information extraction literature. For example, in the
ACE (Automatic Content Extraction) research pro-
gram, each event mention is supposed to be annotated
with temporal and modal markers as in (3).

(3) a. TENSE: Past, Present, Future, Unspecified
b. POLARITY: Positive, Negative
c. MODALITY: Asserted, Other

This markup scheme, however, is too simple for our
purpose. For example, ACE has only two labels for
modality, Asserted and Others, while we need finer-
grained distinct labels, as described below.

Another effort we should refer to is TimeML [21],
a specification language for events and temporal ex-
pressions, which annotates event mentions with tense,
aspect, polarity and modality information as in (4).

(4) a. TENSE: Past, Present, Future, None, Infini-
tive, Present-Perfect, Past-Perfect

b. ASPECT: Progressive, Perfective, Perfective-
Progressive, None, Initiation, Culmination,
Termination, Continuation, Reinitiation

c. POLARITY: Positive, Negative
d. MODALITY: must, may, should, would,

could
e. S-LINK: Modal, Factive, Counter-factive,

Evidential, Negative-evidential, Conditional

While the labels are more fine-grained than those of
ACE, the markup scheme of TimeML is, however,
highly dependent on the syntax of the target lan-
guage (currently only English and Chinese are sup-
ported) and, more importantly, is too shallow to cap-
ture such factuality information as we require. In fact,
researchers engaged in the TimeML project are cur-
rently developing a more semantic-oriented level of
representation of factuality for the purpose of reason-
ing textual entailment [22]. This work in an extension
of [11].

3. Technical challenges

Our task can be decomposed into the following se-
quence of subtasks:
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– Event mention extraction: Given an input text,
we first identify event mentions which may con-
stitute an experience by simple dictionary look-
up. For this purpose, we build a typologized lex-
icon of expressions of experiences as we briefly
describe below. When a text is given, (1) for ex-
ample, we identify can find (my way out) as a pos-
itive/desirable state and (elevators) stop running
as a negative/undesirable happening.

– Entity-event relation extraction: For each iden-
tified event mention, we next seek from the local
context an entity about which the event is an expe-
rience (i.e., can be interpreted as an experience).
could not find in (1), for example, can be consid-
ered to be an experience about Totsuka Station but
not home.

– Factuality analysis: If any appropriate entity
mention is found, we then carry out factuality
analysis to identify the factuality status of the
event. By doing this, we can distinguish, for ex-
ample, between events which actually took place
and those merely surmised or desired by the au-
thor.

– Experiencer identification: Finally, we identify
the experiencer of each experience.

Each of the steps represents an interesting techni-
cal challenge. Entity-event relation extraction and ex-
periencer identification have already been addressed
in the context of opinion mining [3,13,15,25, etc.].
Entity-event relation extraction is the task of identi-
fying the relation instances between an evaluative ex-
pression and its subject in opinion mining whereas ex-
periencer identification can be taken as an extension of
the task of identifying opinion holders. The other two
steps, on the other hand, involve new challenges so far
given paid little attention in opinion mining.

One major issue in event mention extraction is how
to create a lexicon of event expressions with a suffi-
ciently broad coverage. For the event typology, we cur-
rently assume that the following distinctions are useful
for characterizing experiences:

(5) a. Sentiment: Predicative expressions of an
emotion or subjective evaluation. Each has a
sentiment orientation (i.e. positive or nega-
tive).

– Emotion: enjoy, disappointed
– Evaluation: tasty, inconvenient
– Reputation: popular, criticised

b. Happening: Predicative expressions referring
to a non-volitional event or state which is re-
lated to the use of a topic object and has a sen-
timent orientation

– General: pass (an exam), get slim, do
(something) on time, cheated, broken, run
out

– Availability: released, (system) go into ef-
fect

– Usability: get used to, prohibited

c. Action: Predicative expressions referring to
experiencers’ volitional actions related to the
use of a topic object. Sentiment orientations
are not necessarily involved.

– Buying/Selecting: buy, get, apply to (a so-
cial system), choose

– Using: use, drive (a car)
– Stopping: cancel

Expressions of Emotion, Evaluation and Reputation
can be largely imported from existing sentiment lexi-
cons such as SentiWordNet for English and Kobaya-
shi’s sentiment lexicon [15] for Japanese. For Action
expressions, on the other hand, our preliminary explo-
ration into weblog posts reveals that most expressions
can be covered by a relatively small list of predicates.
To obtain those predicates, WordNet-like general pur-
pose thesauri can be employed. In contrast to the above
two classes, collecting Happening expressions with a
sentiment orientation is a new challenge given their
wide variety. To this challenge, we approach by ex-
ploring a method of combining large-scale acquisi-
tion of sentiment-bearing expressions from a Web cor-
pus and pattern-based composition of acquired expres-
sions. As a result, we have so far obtained over 50M
sentiment-bearing experience/event expressions at an
affordable cost for manual cleaning and fed them to
our demonstrative experience mining system presented
in Section 5. The details of the acquisition method is
out of scope of this paper as it will be presented else-
where in a paper under submission.

The last, but very important, subtask of experience
mining is factuality analysis. We believe this task could
serve as an important semantic component across a
wide range of language technology applications. How-
ever, it has so far attracted surprisingly little attention
in the literature. One major technical contribution of
our present work is that we designed the task and gave
a machine learning-based solution to it as we describe
in the next section.
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4. Factuality analysis

4.1. Aims and background

For each event mention, we want to identify the tem-
poral and modal status of the event entity referred to
by the event mention. Namely, we want to know, for
example:

– whether the event indeed took place, is intended
to take place, or just hypothetical,

– whether the happening of the event is desired by
the author or not, and

– whether the event is a single event, a series of re-
peated events, or a state.

To this end, one might consider adopting a highly for-
mal representation like temporal logic. However, in-
troducing such a logic-based representation would re-
quire extremely sophisticated language understating
and the state-of-the-art technology has not reached that
level.

4.2. Factuality markup scheme

Given this context, we have created a new markup
scheme for annotating event mentions with factual-
ity information. We annotate each event mention in
a given text with a triplet 〈 Event-time, Modality,
Modality-time 〉.

The Event-time slot represents the tense, aspect and
polarity status of the event in question, consisting
of three sub-slots Past-Present-Future. Each sub-slot
is to be filled with one of the following ASPECT-
POLARITY labels, denoting the aspect and polarity
(negation) information:

(6) ASPECT-POLARITY: Punctual (Pnc), State-
Continuation (StC), Repetition (Rpt), Initiation
(Int), Termination (Trm), Negation (Ngt), Uncom-
mitted (Unc)

where all but Negation and Uncommitted implicitly
denote Positive in terms of polarity. Uncommitted de-
notes that the author does not say anything about
whether the event takes place in the corresponding slot
of time. An example is given in (7), where the Event-
time of the event mention using is annotated with Int-
Rpt-Unc.

(7) a. I started using FireFox recently.
b. 〈 Int-Rpt-Unc, Affirm, Unc-Pnc-Unc 〉

In experience mining, it is often meaningful to distin-
guish between repeatedly happening events and sin-
gle punctual events. For example, corporate marketers
may seek customers who use their product repeatedly;
and troubles which recur may well be more serious
than single occurrence. It is also important to capture
the initiation and termination of a repetitive or contin-
uous event, for this Will enable a search, for example,
those who recently stopped using a particular social
welfare system.

The Modality slot specifies the author’s mental or
communicative attitude toward the event in question.
As a set of possible values of this slot, we have so far
identified the following classes based on several refer-
ence books on Japanese modality [17, etc.]:

(8) MODALITY: Affirm, Infer, Doubt, Hear, Intend,
Ask, Recommend, Hypothesize, Other

For example, while the Modality of the event Using in
(7a) is Affirm, the Modality of the event possess in the
next sentence (9a) is interpreted as Hear.

(9) a. I watched a TV program reporting isoflavone-
rich foods possessed activity against cancer.

b. 〈 Unc-StC-Unc, Hear, Pnc-Unc-Unc 〉

An important point to note here is that unlike the
modality labels defined in TimeML (see 3.1 above),
our modality labels are defined at the semantic level.
More specifically, in TimeML, each modality label
simply corresponds to an auxiliary verb and each S-
LINK label is also strictly associated with a small set
of modality verbs; for example, Factive is associated
with verbs such as forget and regret. However, on the
other hand, what we want to do in factuality analysis is
to identity the temporal and modal status of each event
mention at a semantic level. For example, in Japanese,
a modality value Doubt may be linguistically realized
by such a verb as utagau (doubt) or an interrogative
particle ka. There is also a range of adverbs and adver-
bial functional expressions that can be used to express
a doubt. Some of them are highly context-dependent
and are thus apparently ambiguous. To make a factual-
ity analysis component applicable to experience min-
ing, we need to handle these phenomena.

4.3. Training factuality analysis models

To automate the above factuality analysis task, we
created a manually annotated corpus and trained a sta-
tistical machine learning-based model.
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Table 1

The results of the experiments (label accuracy)

Model Domain Past Pres Fut Mod

Baseline all .61 .61 .76 .66

SVM beverage .49 .52 .72 .82

SVM automobile .38 .48 .74 .84

SVM shampoo .53 .63 .80 .84

Fact. CRF beverage .66 .61 .90 .83

Fact. CRF automobile .75 .59 .88 .85

Fact. CRF shampoo .68 .58 .90 .85

To create an annotated corpus, we first randomly
sampled from our weblog corpus (see Section 5.1) sen-
tences including any one of the three chosen topic
keywords (beverage name, automobile name, sham-
poo name). We then asked two annotators to annotate
with factuality tuples all the event mentions included in
the sampled sentences. After rehearsing several times,
the annotators came to exhibit a remarkable agreement
on unseen data — the κ statistics citekappa was 0.68,
where they were considered to agree for an event men-
tion only if all its slots agreed. This figure indicates
that our annotation scheme is reliable enough. We then
re-sampled sentences for the same topic keywords, ob-
taining 2,646 sentences in total, and asked one of the
above two annotators to annotate all 4,417 event men-
tions included in the obtained sentences.

As easily imagined, the distribution of the value of
each slot is highly skewed. Therefore, a simple base-
line is given by choosing the most common values for
each slot (Unc for all the three sub-slots of Event-time
and Assert for Modality). The results are shown in the
baseline of Table 1. The Modality-time slot was ne-
glected in the experiment because its value was Unc-
Pnc-Unc (i.e. the present tense) over 95 percent of the
time.

Our task is now restated as one of determining the
values of the four slots 〈 Et1−Et2−Et3, Mdl 〉. We have
so far examined two machine learning models.

First, the three Event-time sub-slots Et1, −Et2 and
−Et3 may well be highly dependent on their neigh-
bors. We therefore employed the SVM-HMM algo-
rithm [28] to train an Event-time model so that it could
optimize the labels of those three slots simultaneously
and we used the SVM-Multiclass package [28] to train
a Modality model, which took care of the Modality slot
independently of the Event-time slots.

The second model we examined is more sophis-
ticated. Besides the inter-dependency between the

Fig. 2. A graphical model representing the interdependencies be-
tween the factuality labels of neighboring event mentions.

Event-time slots, each slot may well be dependent
also on the Modality slot. Furthermore, the factual-
ity of an event mention is also likely to interact with
that of any neighboring event mentions appearing in
the same sentence. Such interdependencies led us to
consider the graphical model illustrated in Fig. 2. To
train this mesh model, we employed the state-of-the-
art GRMM toolkit, designed for the paradigm of con-
ditional likelihood maximization [27]. This toolkit can
deal with graph structures which include loops as in
Fig. 2. Training this type of mesh model on the basis
of conditional likelihood maximization is also called
Factorial CRFs (Conditional Random Fields).

The feature set we used for both models included
bag-of-words features with part-of-speech tags and
lexemes extracted from neighboring base-NP/VP
phrases and from the head phrase of the sentence.

4.4. Empirical evaluation

Finally, we conducted a three-fold cross-validation
using our annotated corpus, where, for each fold, a
model was trained on the data of two of the three do-
mains (beverage, automobile, shampoo) and tested on
the third domain. The results are shown in Table 1.

The tendency we observe from these figures is clear.
First, the SVM-based model did not particularly out-
perform the baseline. This indicates the difficulty of
the task, which is partly due to the skewness of the la-
bels (i.e., the baseline is already quite high). Second,
on the other hand, the Factorial CRF-based model sub-
stantially improved the accuracy for all the slots, which
shows the importance of considering the interdepen-
dency between neighboring labels in this task.
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Our error analysis revealed considerable room for
improvement. Concretely, feature engineering is ex-
pected to be of great help — the present bag-of-words-
based features set is doubtlessly too simple to repre-
sent complex combinations of Japanese auxiliary verbs
and particles. While our factorial CRF-based model
worked well across domains, for practical use, it would
also be effective to extend the training data to a wide
variety of other domains. We are planning to employ
an active learning schema for efficient collection of in-
formative training data.

5. An application system

Employing these components just described, we
have developed an application system, and evaluated
its overall performance.

5.1. System overview

The system is designed for users of topic objects
(consumer products, public places, social systems,
etc.). Given one or more topic objects specified by a
user of the system, the system provides the user with
facilities for browsing bloggers’ experiences related to
those topic objects. Each experience instance is auto-
matically classified into about ten experience classes.
Each experience class is defined in terms of event types
and factuality labels. For example, the experience class
Experienced troubles is defined as a small number of
combinations of event types and factuality labels in-
cluding:

(10) a. negative happening and 〈Pnc-Unc-Unc, Af-
firm, Unc-Pnc-Unc〉 and

b. positive happening and 〈Trm-Ngt-Unc, Af-
firm, Unc-Pnc-Unc〉.

By this classification, a user of the system can restrict
a search to, for example, only troubles experienced by
the users of a specific topic object in question.

To build the system, we first collected recent
18-month worth of Japanese weblog posts, which
amounted to about 150M posts. We next collected a
set of potential topic objects from Wikipedia3. From
the categories under the technology, culture and soci-
ety super categories in Wikipedia, we obtained about
200K keywords (i.e. topic objects) each corresponding
to a Wikipedia article.

3http://ja.wikipedia.org/

We should employed a fast parser in order to han-
dled the large amount of corpus. Therefore, we re-
placed Factrial CRFs with SVM in the factuality anal-
ysis component. The replacement increased the speed
of parser, however the precision was declined slightly.

The lexicon of experience/event expressions was
built in a way as follows:

– Expressions of Emotion, Evaluation and Reputa-
tion were imported from Kobayashi’s sentiment
lexicon [15].

– Action expressions were collected from an exist-
ing general purpose thesaurus, Bunruigoihyo [6].

– For Happening expressions, a newly devised
knowledge acquisition method, which is going to
be present elsewhere in a paper under submis-
sion, was first used to obtain about 25K candidate
(compound) nouns with positive sentiment eco-
nomic recovery) and 10K candidate (compound)
nouns with negative sentiment from a large-scale
treebank of Web documents [12]. Here, positive
nouns are those which are commonly desired to
appear, increase, or take place (e.g. profit, moti-
vation, economic recovery), while negative nouns
are those which are commonly undesired to ap-
pear, increase or take place (e.g. wrinkle, spam,
domestic violence). The obtained candidate nouns
were then cleaned manually, which filtered out
about 20% of the candidates. Then each remain-
ing noun was combined to each from two distinc-
tive sets of predicative expressions:

∗ Increasing verbs: verbs and adjectives meaning
to exist, to appear, to increase, to strengthen, to
take place, to continue, to see, to gain, etc., and

∗ Decreasing verbs: verbs and adjectives mean-
ing not to exist, to disappear, to decrease, to
weaken, to stop, to loose, etc.

The sentiment orientation of each combined ex-
pression can be calculated based on a small set of
simple composition patterns. For example, com-
bining a positive noun with an increasing verb
generates a positive event expression (e.g. get a
profit), while combining with a decreasing verb
generates a negative event expression (e.g. loose
motivation). Filtering out meaningless combina-
tions based on their frequency counts in our cor-
pus, we finally obtained over 550K event expres-
sions with a sentiment orientation.
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Table 2

Examples of extracted experiences from blog entries

Blog url Entry url Sentence Topic Event expression Event type Time Polarity Modality
http://. . . /hai . . . /080110 My friend said that

when he used the
ABC Spray his hair
became difficult to get
messed up.

ABC Spray difficult to get
messed up

Positive Past/Present non-Negation Hear

http://. . . /bal . . . /080110 We could not win at
volleyball even once.

volleyball win Positive Present Negation Affirm

http://. . . /atm . . . /080113 At the end of the month
I waited in line at a
crowded
ATM of ABC bank.

ATM of ABC
bank

crowded Negative Present non-Negation Affirm

http://. . . /tmt . . . /080112 I drink tomato juice
every night.

tomato juice drink Using Past/Present non-Negation Affirm

http://. . . /bkk . . . /080112 I eat too much at
yesterday’s barbeque.

barbeque eat too much Using Past/Present non-Negation Affirm

http://. . . /car . . . /080113 This morning I
discovered rust on my
<CAR ABC>.

<CAR ABC> discovered rust Negative Past/Present non-Negation Affirm

http://. . . /mac . . . /070609 I will buy the iPhone on
launch day.

iPhone buy Buying Future non-Negation Intend

http://. . . /mac . . . /070609 I think that the iPhone
will be hardest hit.

iPhone be hardest hit Positive Future non-Negation Infer

http://. . . /mac . . . /070611 I went to the shop, but I
could not got the
iPhone.

iPhone get Buying Past/Present Negation Affirm

http://. . . /mac . . . /070620 At last, I buy the
iPhone.

iPhone buy Buying Past/Present non-Negation Affirm

http://. . . /mac . . . /070620 The iPhone is good. iPhone is good Positive Past/Present non-Negation Affirm

The whole lexicon is available from our Web site4.
For identifying topic-experience relations (i.e. the

task of entity-event relation extraction described in
Section 3), we devised proximity-based heuristic rules.
Namely, we extracted only experience/event expres-
sions that met the all the following conditions:

– The experience expression must appear in the
same sentence as the one where the correspond-
ing topic word appears.

– The experience expression must appear in the
subtree (i.e. a descendant position) of the corre-
sponding topic word in a dependency parse tree.

– The number of the base phrases (i.e. so called
bunsetsu phrases in Japanese) intervening the
topic word and experience expression mush be
smaller than eight.

Obviously there is much room for refinement. We be-
lieve we must eventually incorporate state-of-the-art
technologies of, for example, ellipsis and coreference
resolution into our system. This issue is definitely in-
cluded in our future directions.

4http://cl.naist.jp/˜inui/research/EM/sentiment-lexicon.html

We next automatically extracted sentence-chunked
texts from the weblog post set, and conducted tok-
enization and POS tagging with ChaSen5 and depen-
dency parsing with CaboCha6. We then carried out ex-
perience mining on the parsed texts and obtained over
50M experience instances related to one of our key-
words and stored all of them in a relational database
(Table 2).

Figure 3 shows a snapshot of the system’s view,
where a summary of the search results for a query
Dogo Onsen (hot spring), Ikaho Onsen and Kurokawa
Onsen, is presented. For each given topic object, the
system presents the number of bloggers who have de-
scribed one or more experiences related to that topic
object, where the bloggers are counted separately for
each experience class. Furthermore, for each experi-
ence class, several major experience expressions are
presented. Given this view, the user can overview the
reported experiences for each topic object and compare
them across different topic objects.

By clicking one of the experience classes (e.g. trou-
ble), the user is led to another view, as shown in Fig. 4,

5http://chasen-legacy.sourceforge.jp/
6http://chasen.org/˜taku/software/cabocha/
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Fig. 3. A snapshot of the summary view of the experience search engine.

Fig. 4. A snapshot of the experience view showing troubles experienced while using iPod.

and can browse there all the mentions about troubles
experienced during the use of the topic object. In ad-
dition, by clicking one of the link of the blogger, the
user is led to another view, as shown in Fig. 5, and
can browse there all the mentions about the history of
the blogger during the use of the topic object. Char-
acteristic of our system is that it presents experience-
mentions blogger by blogger and ranks bloggers ac-
cording to the number of their experience mentions
about the queried topic object. We are assuming that
the more experienced a person is with a given topic,
the more he/she knows about it and the more impor-
tant his/her mentions about it are. Based on this as-
sumption, the system also allows a user to browse a

blogger’s experiences with a topic object in chrono-
logical order, possibly a clue regarding the blogger’s
background (expert, confederate, etc.).

A demonstration site was released to unrestricted
users at our Web site7 in December 2008.

We also extended the above system by enhancing
the user interface as shown in Fig. 6, which demon-
strates how a user can specify complex queries com-
prising event type and factuality configurations. Col-
laborating with a major Internet service provider (the
leading UGC-based marketing research business in
Japan), we designed the user interface and defined the

7http://minna.naist.jp/
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Fig. 5. A snapshot of the blogger view showing a single author’s history of experiences with electric piano.

Fig. 6. A snapshot of the system view customized for corporate marketing research.

default set of experience classes based on a marketing
theory [7,26]: Attention, Interest, Desire, Experience,
Enthusiasm, and Share. Those classes were straight-
forwardly defined in terms of our event types and fac-
tuality labels. Using those notions, a user of the sys-
tem can seek, for example, those who have not bought
a particular product model while expressing interest
in it or those who had been using a particular service
regularly but recently stopped using it.

5.2. Evaluation for an experience search

To evaluate the overall performance of our system,
we first created gold-standard date set in the following

steps so that we could estimate the system’s recall as
well as the precision.

We first randomly chose 80 topic keywords from our
experience database and manually filtered out over-
generic words from them, obtaining 53 words. For
each of the 53 keyword, we randomly sampled two or
three blog posts including it from our 150M-post data
set and manually filtered out those suspected to be a
spam from them, obtaining 86 posts (3154 sentences
in total). As a result, each post was associated with one
of the 53 keywords, which we call the document topic
of the post in question. Finally, for each post, we man-
ually identified as many experience instances related
to its document topic as possible. All the tasks were
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Table 3

The precision/accuracy of the system’s output

(a) Precision for topic-experience relation extraction 0.76

(b) Accuracy of event type classification 0.96

(c) Accuracy of factuality analysis (Polarity) 0.92

(d) Accuracy of factuality analysis (Modality) 0.81

done by a linguist who was familiar with our event ty-
pology and factuality labels but was not involved in the
development of our experience mining system.

The precision/accuracy of the system’s output is
summarized in Table 3. The precision for topic-expe-
rience relation extraction (a) shows how many of the
experience instances identified by the system as one
related to the document topic were indeed related to
that topic. Since we simply devised several heuristic
rules for this subtask in the current implementation as
mentioned in Section 5.1, there is still much room for
improvement, which we consider as one of the impor-
tant issues we should address in our future work. The
accuracy figures in (b), (c) and (d) are calculated only
for the experience instances whose topic-experience
relation was judged correct (i.e. 76% of all the sys-
tem’s outputs). These figures indicate that our dictio-
nary lookup-based event type classifier and factuality
analysis component both worked reasonably well. The
accuracy of modality classification is slightly lower
than those shown in Table 1. We consider this is within
a reasonable deviation given that we used the multi-
class SVM model instead of the factorial CRF model
in this experience.

To measure inter-annotator agreement, another an-
notator evaluated 313 examples that were judged to
satisfy criterion (a). In other words, the annotator does
not evaluate examples judged to be labeled as non-
experiences. The other judged examples using criteria
(b), (c) and (d). The κ statistics of criteria (b), (c) and
(d) were 0.91, 0.83 and 0.71, respectively. There are
high level of agreement between two annotators. The
reason for the high level of agreement is that criteria
(b), (c) and (d) are binary classifications, and also nat-
ural criteria for a human. Annotators consistently gave
the same evaluation. As a result, two annotators could
easily evaluate perfectly using the criteria.

Furthermore, we also need to consider the cov-
erage of our event/experience lexicon. Our gold-
standard data contained 1,605 experience instances
but only 45% of them were actually covered by our
event/experience lexicon. Our error analysis revealed
that we still needed to scale-up the semi-automatic ac-
quisition of sentiment-bearing words, while devising

a robust mechanism for open-domain word-sense dis-
ambiguation so as to maintain the precision.

6. Conclusion

In this paper we have proposed a new UGC-oriented
language technology application called experience
mining. Experience mining aims at automatically col-
lecting instances of personal experiences as well as
opinions from an explosive number of UGCs such as
weblog and forum posts and storing them in an experi-
ence database with semantically rich indices. Experi-
ence mining can be regarded as a substantial extension
of opinion mining. Opinion mining has so far tended to
aim at extracting sentiment information mainly from
explicit evaluative or emotional expressions such as
useful (positive) or disturbing (negative) [3,5,15, etc.].
On the other hand, experience mining covers all the
descriptions of events that are related to any use of a
wide variety of topic objects including so-called im-
plicit evaluative descriptions.

We have also argued the technical issues of this
new task. Focusing on factuality analysis, we have de-
signed the task anew and given a machine learning-
based solution to it. Our empirical evaluation indicates
that the task is sufficiently well-defined to achieve a
high inter-annotator agreement, and our factorial CRF-
based model considerably outperforms the baseline.
Furthermore, our technology will also benefit other
types of applications. In the biomedical domain, for
example, recognizing the factuality of each event men-
tioned in research papers is crucial, though very few
researchers have addressed this issue [16,18,32].

We have also presented an application system,
which currently stores over 50M experience instances
with semantic indices — published an experience
search engine for unrestricted users. Although we em-
pirically evaluated the factuality analysis component,
the experience search system as a whole is still to be
evaluated from various angles, such as accuracy, util-
ity and usability. An extrinsic evaluation of the whole
system is included in our future work.

Our application system employed the SVM-based
model instead of the Factrial CRF-based model for im-
proving scalability8. The SVM-based model is scal-
able. On the other hand, the Factorial CRF-based

8We compared elapsed time between our SVM-based model and
Factorial CRF-based one. The SVM-based model was faster than the
Factorial CRF-based one by one to three magnitudes.
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model does not scale. However it outperforms the
SVM-based model. It is clearly suitable to combine the
good scalability of the SVM-based model and the per-
formance of the Factorial CRF-based model for an ap-
plication system. We therefore suggest that a system
employ the SVM-based model for building an experi-
ence database from weblogs and creating summaries
of experiences, and employ the Factorial CRF-based
model for showing the details of an experience to a
user.
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